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Abstract—In this paper a novel solution to the problem of
guiding a robotic gripper in order to perform manipulation
tasks, is presented. The proposed approach consists of two
main modules corresponding to the training and testing sessions,
respectively. During training, we employ an ontology-based
framework with a view to the establishment of a database
holding information regarding several geometrical attributes of
the training objects. An accurate estimation of the 3D pose of an
object-target is obtained during the testing phase and through
the efficient exploitation of the established database. The most
common solution to the 3D pose estimation problem implies
extensive training sessions that are based on oversampled datasets
containing several instances objects captured under varying view-
points. However, such an approach engenders high complexity
accompanied by large computational burden. We address this
issue by proposing an ontology-based framework and a fuzzy-
based approach that is able to efficiently interpolate between
two known instances of the trained objects. Experimental results
justify both our theoretical claims and our choice to adopt an
ontology-based solution.

I. INTRODUCTION

An expansive range of domestic tasks for service robots,
such as collecting objects, loading or unloading a dishwasher
and opening doors, is based on object handling. The problem
of particle manipulation is specifically challenging in unstruc-
tured environments that may include a range of several objects
with varying shapes and sizes. Although humans are capable of
excelling under such variations, a robotic application with the
sufficient trade offs between performance and computational
burden has yet to be built. In the last few decades, increas-
ing importance has been gained to the problem of grasping
unknown objects in a fully automatic way, mainly due to the
wide-spread use of service and rehabilitation robotics [1], [2],
[3], [4]. A psychological, biological and engineering focus has
given to the manipulation task but is still considered as not
being fully solved. Despite the existence of abundant available
approaches for certain cases, there is still no general valid
solution. According to the literature, the approaches dedicated
to object manipulation are categorized into two major streams,
engineering-based methodologies and vision-based strategies.

Regarding the first category and given the importance of
grasping for robots, a range of approaches have been proposed.
Up to the last decade, most of these techniques relied on
complete and accurate 3D models of the objects, in order
mechanical operations accompanied by conventional methods

to be employed. Building accurate models for an efficient
representation of objects constitutes a very challenging task
that often is sufficiently accomplished via laser scanning. A
system for grasping 3D objects with unknown geometry using
a Salisbury robotic hand was presented in [5],where each
object was placed on a motorized and rotated table under a
laser scanner in order a set of 3D points to be generated. These
points were combined to be form a 3D model. A framework
of automatic grasping of unknown objects via a laser-range
scanner and a simulation environment was developed in [6].
Furthermore, a method for the adequate accomplishment of
industrial bin picking tasks was presented in [7]. The authors
proposed a system that provides accurate 3D models of objects
that are further exploited in order to perform precise grasp-
ing operations. However, the proposed super quadrics based
object modeling approach can only be used for rotationally
symmetric objects. Moreover, a technique to calculate possible
grasping points for unknown objects with the help of the flat
top surfaces of the objects based on a laser-range scanner
system was published in [8]. Additionally, surface properties,
such as friction and compliance are of basic importance in the
grasping process. Nevertheless, a global metric cannot easily
describe such attributes, whilst they are often modeled as being
uniform for a whole object. An alternative approach to the
object manipulation problem is the use of statistical learning
methods. For instance, de Granville et al. [9] examined the
problem of representing the orientation of a hand as it ap-
proaches an object, and determined the feasibility of extracting
canonical grasps from a human demonstration. Canonical
grasps were represented using clustering procedures based on a
combination of distributions. Another approach [10] involves
combining analytical and empirical methods by segmenting
an object into a set of super quadratics and then learning
which ones are more suitable for grasping. According to the
literature, an acceptable solution to the object manipulation
problem could be given by integrating geometrical attributes
of objects based on CAD models. Relatively simple CAD wire
structures of objects are used by model-based methods [11],
[12].

In this paper we present a new solution to the problem of
training a robotic gripper in order to execute manipulation
tasks. The suggested technique is composed of two units,
namely the training and the testing modules. During training
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we adopt an ontology-based approach that is responsible for
building a database holding information about the trained
objects. While other related projects depend on oversampled
datasets producing high computational burden, the proposed
work establishes compact and abstract representations of
trained models to be exploited in the grasping procedure.
Furthermore, since the liaison between input and output spaces
is a non-linear one, we solve the interpolation problem by
employing a fuzzy-based strategy. We have comparatively
studied the performance of our method against other related
works, whilst experimental results justify our choices. An
accurate estimation of the 3D pose of an object target is
obtained during the testing phase and through the efficient
exploitation of the established database.

II. RELATED WORK

During the last few years, ontology-based architectures have
found solid ground in computer vision and especially in image
understanding applications. In one of the early works in this
field [13] a method for building a scalable system capable of
examining images and accurately classifying the latter based
on their visual content was presented. Mailot et. al [14] pro-
posed a visual concept ontology accompanied by a dedicated
knowledge acquisition toll to enable knowledge-based low-
level cognitive vision. Ontologies have also been studied in
medical imaging frameworks in order to facilitate machine-
based reasoning that depends upon additional interpretive
semantics. In particular, in [15] an approach that emphasizes
in designing and implementing a system to formally annotate
medical images captured to aid the diagnosis and manage-
ment of breast cancer, was presented. Additionally, in [16]
an ontology-based architecture proved to be of fundamental
importance in the task of formulating the information needed
for adequate image retrieval.

Earlier work on grasping using vision feedback was based
on modeling an object as a set of primitive shapes, such as
spheres, cylinders, cones and boxes that establish a set of rules
for generating grasp configurations. A Support Vector Machine
(SVM) solution capable of learning a grasp quality measure
that corresponds to the grasping parameters representing the
degrees of freedom of a hand, was presented in [17]. There are
two important issues that arise during the designing process of
an image-based grasping routine. First, adequate information
is required by the robot to identify various objects in the
environment. This data must be unique so that a target-object
to be recognized and robustly invariant to image transforms.
Secondly, specific and stable features have to be defined in
image plane to facilitate the robot guidance to grasp the
target object based on an image-based visual servo controller
design. The majority of image understanding frameworks
incorporate appearance-based approaches that use global or
local features to describe individual targets. Several methods
have been proposed for local-feature detection, e.g Harris
corner detector [18], Shi-Tomasi features [19], Scale Invariant
Feature Transform (SIFT) [20] etc. All object recognition
and localization systems depend on successful extraction of

sufficient number of features for distinguish different objects.
With a view to the efficient estimation of the location of a
target in the working space, in [21], a path planning-based
method that emphasizes in the calculation of a free trajectory
for the end-effector from its current location to that of the
targets was presented. The advantage of such a strategy is that
the trajectory of the end-effector can be optimized according
to certain criterion. The use of Rapidly-Exploring Random
Trees (RRTs) algorithm was presented in [22] to cope with
multiple possible grasping strategies according to the objects
shape and orientation. In [23], a 3D object recognition and
pose estimation method based on combining photometric SIFT
features and geometric ones in a sequence of imagery scenes
was proposed. Particle filtering techniques are then applied and
particles representing possible poses of object are generated
for each feature.

To the best of our knowledge, the closest works to our
paper are presented in [24] and [25]. In [24] the authors
present a novel computer vision technique for objects depth
estimation suitable for adoption by any two-part algorithm, i.e.
a technique employing both a detector and a descriptor. It is
based on the observation that the features extracted from any
two-part algorithm correspond to spots on the object’s surface
and their center of mass is related to the one of the objects.
Thus, by extracting these features at known positions of the
sought object, its distance from the camera can be estimated.
The proposed technique was tested on the two most common
two-part algorithms, namely the SIFT and the SURF [26], and
was found to outperform with the first one. Furthermore, its
efficiency depends on the distribution of object’s features over
its surface and as a result, the algorithm fails to estimate ob-
ject’s distance from the camera in case all the object’s features
detected are located on an occluded part of it. This method
is capable of estimating only 3 degrees of freedom (DoF)
whereas our method provides accurate 6 DoF estimations.
Additionally, in [25] each model pose in the working database
represents an entry in a hash table designed to predict the 3D
parameters of the model. Additionally, the affine projection
parameters relating the trained model to the testing image are
estimated by a least-squares solution. However, Lowe’s work
accounts only for affine transformations where, in most of the
cases, affine is accompanied by projective ones. Furthermore,
the least-squares solution assumes a linear relation between
input and output models. To address the interpolation issue
we employ a fuzzy-based interpolation structure that accounts
also for non-linear relations between input and output spaces.

III. ONTOLOGIES

It is essential to design and apply imaging modules as
well as link percepts to motor commands via an ontology-
based framework, to distinguish grasping points over objects
based on their shape, size, and 3D orientation. An ontology
is defined as a representation of a set of distinguishable fea-
tures that enable the efficient modeling of knowledge domain
[27]. The ultimate purpose of an ontology is to a) build a
semantic network that comprising classes accompanied by



Fig. 1. The proposed ontology-based framework establishes a sophisticated
database with intra-classes relations that are further exploited during the
testing session of our system. Each class, e.g. cups (c1), is divided into
several sub-classes, e.g. tea-cup (c1-o1) or coffee mug (c1-o2), that refereed
as objects. The latter are shot under varying viewpoints that correspond to
numerous instances of the object (c1-o1-i1).

respective properties and b) account for inter-relationships
among class members. The extracted clear features express
a high-level structure that encapsulates information about the
actual meaning and physical attributes of the available data. It
is apparent that through an ontology-based framework, one can
establish a sophisticated structure that efficiently characterize
both hierarchical and relational models, without however, the
loss of information regarding the actual knowledge of classes,
members and their bindings. According to [28], ontologies are
characterized by an efficient data handling scheme that enables
sufficient blending of several datasets accompanied by their
internal properties, i.e. liaisons to other databases. The high
adoption rate of ontology-based systems into several applica-
tions is mainly due to their capability to create a semantic lan-
guage that accredits efficient communication modules between
input knowledge (user’s environment) and output operations
(machine level). Several tasks in robotics and imaging depend
upon the sufficient translation of this semantic language in
order to be performed. Finally, according to [28], a system
that incorporates an ontology-based architecture is empowered
by three major advantages: a)Re-usability: An ontology could
be accessed several times to provide information regarding the
classes and their members; b)Search: As an advanced metadata
database, an ontology could be adjusted to serve as an index
for efficient data handling; c) Knowledge acquisition: Based on
the ability of ontology to remarkably transform environment’s
data into machine operations, a system may increase both its
execution time and reliability.

IV. ALGORITHM DESCRIPTION

The main idea underlying our algorithm is the establishment
of an ontology-based structure that allows, through its efficient
exploitation, the efficient accomplishment of 3D object pose
estimation tasks. Our ontology-based database consists of
images of several objects captured under varying rotation
and translation parameters with respect to the camera. The
proposed architecture of the ontology-based framework is
depicted in Fig. 1.The aforementioned process could be appre-
hended as the training session of the proposed system where

Fig. 2. This figure illustrates the outline of the proposed method. Initially,
during the training session, we capture several objects under varying view-
points in order to establish the ontology-based database. The testing session
of our system is responsible for providing an accurate 3D pose estimation of a
target in a scene. The latter is accomplished through the ontology architecture
that, among others, incorporates vital attributes, i.e. rotation parameters,
gripper’s opening percentage, to be given to the gripper in order to perform
a grasp.

vital geometrical attributes of the trained objects are stored,
through ontologies, in an advanced database. An accurate
estimation of the 3D pose of a testing target is obtained during
the testing phase of the algorithm that incorporates the efficient
exploitation of knowledge obtained through ontologies. The
outline of the proposed method is illustrated in Fig. 2. In the
following passage we analytically present the main compo-
nents of the training and testing sessions, respectively.

Training Session: This phase of the algorithm is devoted
to the construction of the database of our system. As stated
above, we decided to adopt an ontology-based architecture that
is able to link together, in a sophisticated manner, several geo-
metrical attributes of the trained objects. These characteristics
are of fundamental importance during the grasping process,
whilst corresponding to the rotation and translation parameters
accompanied by the respective grippers opening percentage. It
is apparent that, the training of our system is performed off-
line and it is a time demanding procedure. Several objects were
shot, whilst their groundtruth measurements were stored in
the database. In Fig.1 the ontology-based dataset, which holds
information regarding the object class, e.g. c1, the object itself,
e.g. c1-o1 and its additional instances c1-o1-i1, is presented.

Testing Session: During this process we put a testing object
in front of a robotic manipulator and within its working
volume. The ultimate goal of our method is to provide to the
gripper with an accurate estimation of the 3D pose of the target
with a view to the adequate accomplishment of a manipulation
task. Towards this end, we propose a fuzzy-based architecture
that enables sufficient interpolation capacities between two
known instances of the target. While other related projects
either utilize extensive matching operations (e.g. the test image
is compared with all training ones) or lack interpolation
capabilities, the proposed architecture address this issues by
encompassing minimum matching procedures accompanied
by efficient interpolation capacities. This is accomplished by
matching the testing image with limited training instances of
the object, resulting in minimum execution time.



V. EXPERIMENTAL RESULTS

Initial experimental results provide evidence of efficient ac-
complishment of visual servoing tasks. The following figures
Fig. 3 and Fig. 4, represent the operations executed through
the training and testing sessions, respectively. Fig. 5 illustrates
the robotic arm that is employed throughout the experiments.
We have comparatively studied the performance of our method
against the related works of Lowe [25] and Kouskouridas et.
al [24]. The first stands for a method that adopts a least
squares solution to solve for the 3D object pose estimation
problem. On the other hand, the approach presented in [24] is
capable of estimating only the translation parameters (only 3
DoFs) of an object. In imaging applications, a very challenging
aspect comes to light in cases where the testing object is
partially occluded. Unlike human beings that are capable
of simultaneously recognizing an object and estimating its
pose in such conditions, computer vision algorithms fall short
to achieving similar performance. We address this issue by
expanding our ontology with images of partially occluded
objects that are introduced in the existing database with the
percentage of obstruction lying in the range [0-95].

Fig. 3. During the training session several objects are captured under varying
viewpoints. Additionally, we utilize the SCORBOTE-ER Vplus robotic arm,
which is a vertical articulated robot with 6 DoFs, in order perform object
manipulation tasks. Throughout this process we store in the ontology-based
framework the corresponding rotation and translation parameters accompanied
by the respective opening percentage of the gripper.

Additionally, we adopt the evaluation criterion presented
in [29] so as to comparatively appraise the performance of
the proposed 3D pose module against partial occlusions. The
adopted evaluation metric considers as successful a measure-
ment of the 3D pose of an object in cases where the error of
the computed rotation parameters is less than 50. Fig. 6 depicts
the superiority of our work against other related projects,
whilst providing evidence of being more tolerant to partial
occlusions. The proposed ontology-based 3D pose estimation
technique proved to hold occlusion invariance capacities com-
pared to the works of Kouskouridas et.al [24] and Lowe et
al.[25].

Regarding the fuzzy-based interpolation module, the two
instances that produce the maximum feature correspondences
between training and testing images, are used as input values

Fig. 4. Initial experimental results regarding only the 3D pose estimation
module of the proposed method. The accurate estimation of the 3D configura-
tion of an object is fed to the controller of the SCORBOTE-ER Vplus robotic
arm in order to perform a grasp.

Fig. 5. The SCORBOTE-ER Vplus robotic arm that is employed through
the experimental setups of the proposed method.

of a Fuzzy Inference System (FIS). The output of the latter
corresponds to an accurate interpolated estimation of the 3D
pose of the testing object. The inputs of the FIS share identical
membership functions (MF), whilst they are guided by a set
of fuzzy rules to ensure that the manipulator will adequately
grasp the testing object.

In Fig. 7 images of 6 different objects belonging to 2
different classes are illustrated. These images are fed into the
ontology-based architecture during training in order to acquire
the adequate mapping between input and output spaces. The
proposed framework provides the pillars of efficient object
manipulation through its ontology-based architecture while
indicative visual results are shown in Fig 8. It is apparent that,



Fig. 6. The performance of our method against partial occlusions is
comparatively evaluated with the works of Kouskouridas et al. [24] and Lowe
et al. [25].

objects belonging to the same class share common grasping
points, i.e. a car is grasped at its center of mass and a cup at
its handle.

VI. CONCLUSIONS

We have presented a sophisticated framework that provides
a solid solution to the problem of vision-based object manipu-
lation. While other contemporary frameworks crave extensive
supervision during training along with large databases hold-
ing images of several objects under varying viewpoints, our
ontology-based structure decreases computational burden and
minimizes execution times though its advanced architecture.
During training we acquire several images of different objects
that are stored along with their 3D pose groundtruth mea-
surements and gripper’s opening percentage into the database.
Experimental results justified our choice to adopt an ontology-
based approach, while providing evidence of low error rate. As
far as future work is concerned, we aim at introducing more
info into the ontology-based system such as gripper’s pressure
feedback and utilize machine learning techniques in order to
efficiently represent the non-linear liaison between input and
output spaces.
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Fig. 7. A small portion of the ontology-based database. Here 6 different objects belonging to 2 different classes (e.g. cars and cups) are presented.

Fig. 8. The proposed ontology-based architecture provides the pillars of efficient accomplishment of object manipulation tasks. Through ontologies we
calculate the grasping point of the testing object with a view to cars to be grasped at their center of mass and cups at their handle.


